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1. What is Al?

a. Examples

b. Al vs Machine
Learning
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Al example: Search algorithms

Decisions based
on scores
(or costs)

had 8 Good move | . _
(avoids human _“Z 7
* * winning) -
*

s el gl
4 e
BAD move

(Al loses) g ~—ux
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e Alexample: Knowledge base

THE SOUTH WEST AND WALES

Knowledge Base Inference Engine

pror

.."'-L Is 30 years old

Has symptom Fever

Has symptom Fatigue

Does not have Dry

knowledge

Covid-19

Cough

. 4
)
Past

- -
experiences > Actions

or data

Suggestions
examples New knowledge
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Al examples

Information retrieval
» Google searches

» Online articles
- Restaurants
 Travel agencies

Recomender systems

e Similar to information
retrieval but with
personal profile

e Movie recommendations
e Music recommendations
 Online shopping

F X -
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o Alland Machine Learning

Artificial Intelligence (Al)

Less data
requirements

Machine Learning (ML)

Deep Learning

More data
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2. Al in Healthcare

Applications
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Applications of Al in Healthcare

Y 8

\9 Medical Diagnosis Virtual Nursing L d

Cancer Research Assistance Fraud Detection
> A
(@
e bevelopment Cybersecurity
/S ! e

A.l. for Healthcare

Al Robot-Assisted
Surgery

Rare Disease
Diagnostics & Treatment

5 s

& Wearables Medicine

Dosage Error
Reduction
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Moderate / Severe [ Disability /
Reversible Irreversible Death

Shift from symptom management
to remission and cure

Pre-disedse Undetectable

Predisposition? Epistemic?
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2. Al in Healthcare

b. Examples

THTT
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s, DermAlLL Al-Powered Skin Cancer Detection
a % S ma@
9

2y ‘ Disease Detected: Melanoma

o’

DermAl

Risk Level: Certainty:
Your comprehensive skin health app N (930/>
one (]
Melanoma

Melanoma is a severe skin cancer arising from
pigment-producing cells, melanocytes. More
aggressive than other skin cancers, it can
spread quickly if untreated. Sun exposure and
genetics increase risk. Prevention with
sunscreen and protective clothing, along with

e Diagnosis of non-melanoma and melanoma skin cancers and
other skin conditions.

regular skin checks, is crucial for early
detection and treatment

* Tailored reports including risk levels, recommended

Next Actions
specialists, research findings, actionable next steps.
excessive sun :35'0 regula

* Al chatbot functionality for real-time natural language
interactions.
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ﬂLEAP WHO Skin NTD (Neglected Tropical Diseases) ()
mobile application P

Organization
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« App development "No Leprosy
Remains’

« Used in clinical workflows in 35
FHWs and 5 Kenyan counties

« Computer vision to classify
photos of skin lessions with
special focus on leprosy and
other NTDs

Emily E. V. Quilter, Cynthia Ruth Butlin, Carme Carrion, Jose-Antonio Ruiz-Postigo; The WHO Skin NTD mobile application — a paradigm
shift in leprosy diagnosis through Artificial Intelligence?; Leprosy Review; 2024; 95; 2; e2024030; DOI: 10.47276/1r.95.2.2024030



https://doi.org/10.47276/lr.95.2.2024030
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Protein structure prediction

» Predicting the 3D structure of a protein
based on its amino acid sequence

« One of the most important open research
problem for more than 50 years

 AlphaFold: a neural network evaluated in the
14th Critical Assessment of protein Structure
Prediction

« We now have 98.5% of the human proteome
3D structures
o 36% of it with very high accuracy

o 22% with high accuracy

Jumper, J., Evans, R., Pritzel, A. et al. Highly accurate protein structure prediction with AlphaFold. Nature 596, 583-589 (2021). https://doi.org/10.1038/s41586-021-03819-2
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3. Demystifying Al

a. ML Pipeline
b. Radiology
c. Scribes
d. Pitfalls

These eyes can't see,
they are batteries

o

These hands can't grasp,
they are levers from a lighter

—r

W



3. Demystifying Al

ML Pipeline
Radiology
Scribes
Pitfalls

\
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e, Machine Learning lifecycle

Data collection

Monitoring and
maintenance

Model

deployment

Model
evaluation

Model training

Data
preprocessing

Feature
engineering

Model selection
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Data Preprocessing. Tabular

Quantitative Qualitative
ID Age Sex Weight Height ID Age Sex Weight Height
1 26 0 65.2 155 6 young male normal short
2 2 78.5 178 7 baby female underweight small
3 18 1 58.1 8 adult female tall
4 67 0 70.7 170 9 teenager normal short
5 50 175 10  senior male overweight

e Datais commonly converted into numeric data.
e Careful consideration for missing values.
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Data Preprocessing. Text

 "Text can be encoded in numeric form in multiple ways,
a simple example is in the form of bag of words’

s ot an Lse_Lemies _Lin_Ls Loumarc Lom it Lo s L_

s -

* This representation loses the order information.
* There are more complex approaches not covered here.
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Data Preprocessing. Text

"Text can be encoded in numeric form in multiple ways, a simple example is in the form of bag of words”

ottt an Loe_Lanaied o Lumcrc Lorm L o sinme L
1

« N-gram: sequences of n adjacent symbols (words).

mm mm mm Can we predict the new

text Text can Text can be 1 word in the sentence
can 1 Can be 1 Can be encoded 1
A simple ...
be 1 Be encoded 1 Be encoded in 1
encoded 1 Encoded in 1 Encoded in numeric 1 And the next one?
in 3 In numeric 1 In numeric form 1

In ...



3. Demystifying Al

b. Radiology
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Radiology and image classification

- The COVID-19 pandemic required a large
amount of chest image analysis.

* Al could help speed up the process.
- But how could Al make a diagnosis?
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Feature engineering

« Haar filters and Viola-Jones face detection (Haar, A,
Viola, P, and Jones, M.)

- How to create filters for every object?

Convolve the filter

Images by Soumyanilcsc - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php ?curid=37353327 and https://commons.wikimedia.org/w/index.php?curid=37353395



https://commons.wikimedia.org/w/index.php?curid=37353327
https://commons.wikimedia.org/w/index.php?curid=37353395

ﬂ LEAP Automatic detection of Feature
descriptors

- Automatic detection of
feature descriptors of an
image (or sub-image)

* SIFT (Scale-Invariant
Feature Transform)

o Features of interest are . Other methods:
robust to image translation, o SURF (Speeded Up Robust Features)
scaling, and rotation, and o GLOH (Gradient Location and
partially invariant to Orientation Histogram)
illumination changes, and o HOG (Histogram of Oriented
Gradients)

local geometric distortion
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/ Unlabelled data \ /Annotators \ [Labelled data\

Annotations for Machine Learning

 Classification

. 3 o Detection
Fracture o Segmentation

e Other tasks

o Regression
o Exploratory

= Clustering

. = Dimensionality
Pneumonia Reduction

\_ J
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Neurons: bilogical vs artificial

Dendrite
Axon Terminal

Node of

4 Cell body Ranvier

Schwann cell

Myelin sheath
Nucleus

1. Simplified schema of a biological
neuron

Voltage [mv]
5 8

o

0 5 10
Time [ms]

2. Neuronal action potential ("spike")

1.2

1.0+

0.8}

0.6

0.4}

w1 0.2+
wo pr— 0.0}
Io Wy
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vt
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Increasing «
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Logistic activation function

Lq

D
a(x) =b+ Z Wy x4 il
i=1

Mathematical of

4

simplification of a neuron -4
as a weighted sum

Rectified linear unit

1. Originally Neuron.jpg taken from the US Federal (public domain) ( Nerve Tissue, retrieved March 2007), redrawn by User:Dhp1080 in Illustrator. Source: “Anatomy and Physiology” by the US
National Cancer Institute’s Surveillance, Epidemiology and End Results (SEER) Program.
2. By Nir.nossenson - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=48019779
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Neural Networks
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Drawing of neurons by Santiago Ramodn y Cajal
(around 1890s)
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Neocognitron schematic diagram illustrating the
interconections between multiple layers [Fukushima, 1980]
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Example of how a prediction error during training
propagates a loss that changes the strengths of the
weights on a multilayer artificial neural network

+1 Lo

wog—b

Learning procedure: Backpropagation

Toy example of the learning
process to classify between white

and black samples.
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[ ]
e Learned filters
THE SOUTH WEST AND WALES

10 15 20 25
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Final prediction
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oo Deep Neural Network
THE SOUTH WEST AND WALES

« VGG-16:16 layers

« GoogleNet: 22 layers DNN [Szegedy et
al, 2014]

* ResNet: 34 layers
« ResNet-50: 50 layers

aaaaaaaaaaaaaaaaaaaaaa
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AL EAP

e, What different layers represent




: LEAP YouTube: DeepDream through all the layers of GoogleNet
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Radiology and other image analysis

» Plenty of Al methods for image analysis
- Each with its own drawbacks

Al should support experts

- Constant monitoring is necessary
 Provide explanations under request

Blood dell counter YoLo v7, MIT license, https://github.com/mmasdar/Blood-Cell-Counter-YoLo-v7
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3. Demystifying Al

C.

\
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Al scribes

» Along side your Electronic Health Record (EHR), while you hold
consutations with your patients

Listens and transcribes

Summarisation

Task creation

Drafts notes, letters and clinical codes

Some have a chatbot

 Lots of different tools:

Tortus: Self-registered as a class 1 medical device

Heidi

Anima:

Kiwipen

Antikit Al: Chatbot for GPS, uses the British Medical Association and the NHS
guidance



ZLEAP

Scribes

« Voice to text in real time

« SuMmmarisation of the text

- Use of additional text information (e.g., EHR)
 Help writing a reference letter

« Sometimes Chat functionalities

Most parts probably done with Large Language Models
with prompt engineering
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Large Language Models (Chat GPT)

- Generative: Designed to generate the next "word".
* Pre-trained: Pre-trained with bast amounts of text.

» Transformer: A Transformer architecture to iteratively
assign importance to the "words’ in the text.
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Learning the meaning of words

» Training the model to predict the new word with limited

information forces the model to learn a representation
of the meaning of words

woman

man —| 06 (-0.2|08 | 09 |-0.1}-09(-0.7 S ality ”
reduction of 5
woman —| 0.7 |03 |09 |-0.7] 0.1 |-05|-0.4 emb“;‘;‘;ngs .,f" king — man + woman ~= queen
from 70 to 20 man queen
N ®
y g sushi —japan + germany ~= bratwurst
queen —| 08 |-0.1|08 |-09|08 |-05|-09 4
‘ iy )\ J \ v
| | f
Word Word embedding Dimensionality Visualization of word

reduction embeddings in 2D
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Text generation

» The huge amount of training has a multitude of context
« Prompts provide a context to ‘reduce the search aread’

* In any particular context the text generation will be
different

* It does not need to find exact matches, as it has learned
the "'meaning’ of words

« What it generates looks like natural language, but it is
debatable if there is any type of thought process



3. Demystifying Al

d. Pitfalls
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Generalization error

* A complex model can
overfit the training data

* The model could
memorise the available
data

- However, it may not
generalize to the
deployment population

Error

Model complexity



LEAP Misinterpreting the model's output

- How to interpret the model output?
o Regression, class prediction, ranking, probabilities, sets

Example:

Calibrated probabilities approximate the proportion of correct predictions for each class

e A weather forecast of 80% chance of rain, should be followed by rain 80% of the time.
a
It applies to multiclass problems (e.g., three medical outcomes): |;¢I
1 1]
A prediction of s=[0.1, 0.2, 0.7], should be followed by

10% from the first class, 20% from the second class, and 70% from the third class
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Bennefits of calibrated probabilities

A calibrated classifier correctly quantifies the level of uncertainty

or confidence associated with its predictions
(Important: assuming independent and identically distributed random variables (i.i.d.))

Cost Matrix Predicted True | P. False Population proportion S

Actual True -1£ 20 40% )

Actual False 5¢ 0f 60% : j )

Changes on costs Changes on class proportions % 21 A S——
Cost Matrix Predicted True | P. False Abstain Population proportion i R — —Sp\tdmtt 1
Actual True | 0OF 108 of 50% /
Actual False | 9f 3f £ 50% e
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PR O o | o my model abstain?

Imagine a simple classification Most classification models We may need models that have
task (e.g. height and weight by assume the same distribution the option of abstaining if the
country) during deployment guery is too different

6. ............. ............. ............. ......... 4.._ . ooo Train. Class 1 000 Train. Class 1
: : § : eee Train. Class 2 eee Train. Class 2

NN SO S S T
Y i

2 .;..0 ....... 9 .................

b . 3" ........ I

|eoo Train. Class 1

B resensassmnssmna prrsrecn sty leee Train. Class 2]
| | 1 1 Il 1
-4 -2 0 2 4 6

Perello-Nieto, Miquel, et al. "Background Check: A general technique to build more reliable and versatile classifiers." 2016 IEEE 16th International Conference on Data Mining (ICDM). IEEE, 2016.
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The survivorship bias

- Hypothetical damage patter on a WW2 bomber.

Potential areas to reinforce ... the planes that didn't
Bullet holes observed from . . :
, _ with additional armour return probably got holes in
returning flights. . :
covering the holes... more crucial areas.

* Are we using data from the patients that need the help?
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The Simpson's paradox
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Kievit Rogier , Frankenhuis Willem E., Waldorp Lourens , Borsboom Denny, Simpson's paradox in psychological science: a practical guide, Frontiers in Psychology, 2013
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4. Ethics and Regulations

a. Regulations
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Healthcare regulations affecting Al

« Market regulations:
o EU Al Act
o EU Digital Services Act
o EU Digital Markets Act
o EU Cyber Resilience Act

« Biopharma regulations:
o European Health Data Space

o General Pharmaceutical Legislation
o Clinical Trial Regulations

« Data regulations:
o GDPR (General Data Protection Regulation)
o Data Act
o Data Governance Act
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A DIGITAL HEALTH HUB FOR Al ethics and regulations

* Five key principles for regulatory use of Al for medical products

L 2 3 4 5

Safety, Transparency Fairness Accountability Contestability
security and and and and
robustness explainability redress

governance

Policy paper. Impact of Al on the regulation of medical products. Medicines & Healthcare products Regulatory Agency, GOV.UK (Apr. 2024)
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4. Ethics and Regulations

b. Privacy




ZLEAP

Safety and security

 Federated learning
* Synthetic data

* Foundation models
* Differential privacy

Requirements:
e Standardisation
* Infrastructure
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4. Ethics and Regulations

c. Explainability
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Transparency and explainability

Transparent _
Pneumonia
B B
/‘ p—
Pneumonia
ﬁ

e g

Post-hoc explainability
method

Black box

* |dentify dataset biases, or model problems

* Model complexity vs transparency vs performance
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4. Ethics and Regulations

d. Fairness
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Fairness and robustness

alidate >

Performance

Requires
constant
monitoring
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Fairness

MailOnline '\&‘

Home | News | Royals | U.S. | Sport | TV | Showbiz | Femail | Health F==125 Money | Tr:

Latest Headlines | Blue Origin | SpaceX | NASA | Apple | Google | Twitter | Microsoft

Is this soap dispenser RACIST?
Controversy as Facebook employee
shares video of machine that only
responds to white skin

» A Facebook employee tweeted a soap dispenser that only works for white hands
» It's likely because the infrared sensor was not designed to detect darker skin
» Critics say tech's diversity problem causes this and other racist technology

By SAGE LAZZARO FOR DAILYMAIL.COM
PUBLISHED: 18:54, 17 August 2017 | UPDATED: 19:32, 18 August 2017

€he New ork Times

Does Your Teen Recognize A.1.? Art World Takes On A.l. Putting A.l. inCharge  A.l. and Hollywood

Google’s Photo App Still Can’t Find
Gorillas. And Neither Can Apple’s.

Eight years after a controversy over Black people being
mislabeled as gorillas by image analysis software — and despite
big advances in computer vision — tech giants still fear repeating
the mistake.

By Nico Grant and Kashmir Hill

May 22, 2023
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4. Ethics and Regulations

e. Accountability
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Accountability and Governance

- Effective oversight of the use of Al.
» Clear lines of accountability across the Al life cycle.
» Trustworthiness auditing
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4. Ethics and Regulations

f. Contestability
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Contestability and redress

A person affected by the outcomes or a decision from
an Al should be able to contest the Al.

« How to rectify and address any harm resulting from an
Al decision



5. Explainability

Global vs local

. Model-based
Surrogate model

. Feature-based
Example-based
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Explainable to whom?

- Different stakeholders, different explanations:
* o Patient (end-user):
m = confidence, clarity, fairness, contestability...

o Doctor (domain expert):
Qj = support decision-making, trust, understanding, justification...

o Developer [ Scientists:
@)\ = diagnosis, errors, design, model...

o Researchers [ Ethicists:
§ = Fairness, biases, generalizability...

 © Executives:
|-_I| = Risk assessment, impact, investment, reputation, legal risks...
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A DIGITAL HEALTH HUB FOR
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5. Explainability

a. Global vs local
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Global

 Explain the overall
behaviour of a model

Global vs local explanations

» Examples:

o Overall feature importance
o Overall performance of the

model

Local

» Explain individual
predictions
» Examples:
o Feature attribution

o Exemplars and prototypes

o Counterfactual
explanations

s:{>@




5. Explainability

b. Model-based
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Transparent models

Decision Tree Linear/Logistic Regression
n =180 1.0 -
thalassemla 0.8 4
_6
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5. Explainability

c. Surrogate model
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Surrogate model

« Given a pre-trained black- -« Train a transparent model

box model to simulate the black-box
model
Data
\ .\‘

Training .
Training Transparent

/ Black Box \ / \
Output BIac!<-k?ox Tra ns.pa.rent
Data predictions predictions




5. Explainability

d. Feature-based




LEAP PFl (Permutation Feature Importance)

» Originally introduced for Random

o
h
1

Forests, and made model agnostic
iIn 2019 with the name Model Reliance.

* |t requires a scoring metric to

o
T
i

=]
o

evaluate the model's performance.

» One feature to be assessed is
selected and its values are randomly
permuted.

« The performance of the model is compared between the original
and the permuted dataset.

Mean accuracy decrease
o
P
petal width {cm) - -.-=

sepal length {cm)
sepal width (cm) 4.
petal length (cm)
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LIME (Local Interpretable Model-Agnostic Explanations)

 Aims at producing locally consistent
explanations

 Learns a model around the input and its
prediction by the base model

 Uses arepresentation that is
understood by humans:

o For text: presence/absence of
words

o Forimages: presence/absence of
superpixels (contiguous patch of
similar pixels)

o For tabular data: weighted
combination of columns

+H
!

I

Global

I
.
o )

I
4+ @
+ 0
®
®e°

Complex Non-linear

Local

L

. hee

-+ | ®

Simple Linear
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Model

LIME (Local Interpretable Model-Agnostic Explanations)

sheeze

Flu

weight
headache
no fatigue
age

Explainer
(LIME)

-

4

Data and Prediction

sneeze

headachej)
no fatigue

Explanation

Human makes decision
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oemoenee LIIMIE (Local Interpretable Model-Agnostic Explanations)

(a) Original Image (b) Explaining FElectric guitar (c) Explaining Acoustic guitar ~ (d) Explaining Labrador

Figure 4: Explaining an image classification prediction made by Google’s Inception neural network. The top
3 classes predicted are “Electric Guitar” (p = 0.32), “Acoustic guitar” (p = 0.24) and “Labrador” (p = 0.21)



A EAP

oemoenee LIIMIE (Local Interpretable Model-Agnostic Explanations)

Z [0]0]0[1] ... ]0|O

(a) Originl Image J (c) Explaining Acoustic guitar
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SHAP (SsHapley Additive exPlanations)

« Using Nobel-winning results fromm Game Theory, SHAP unifies previously
proposed methods

o Including LIME

- Treats input features as players forming coalitions to better explain the base
model’s prediction for x

- Shapley regression values consists on retraining the model on all feature
subsets and assessing how the model output changes with and without the
feature being evaluated.

Dataset with

Dataset

without
feature i

feature i
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SHAP

« SHAP values of all the input features will
always sum up to the difference between
baseline model output and the model
output for the prediction being explained

* For classification, baseline is the class
proportion

 For regression, baseline is the average y

Model output for the
Inspected sample

Feature values of the
Inspected sample

l \ f(lx) =2.846
34.01 = Latitude
—118.03 = Longitude
10 = HouseAge
6.416 = AveRooms -0.11 .
2975 = Population ' +0.07
1.015 — AveBedrms ~0.04 ‘
2.922 = AveOccup ' +0.01

125 150 175 200 225 250 275 3.00
E[f(X)] =2.215

Expected model output
without information



5. Explainability

e. Example-based
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Counterfactual Explanations

« A counterfactual explanation for a
specific prediction describes the
closest possible input that would WLt dcn by,
result in a different prediction from Orgnal dss Desired s
the model.

Counterfactual Examples

« Why they are important: They
provide actionable insights, foster
trust in Al systems, and help users
understand the sensitive features
influencing a decision.



A DIGITAL HEALTH HUB FOR
THE SOUTH WEST AND WALES

6. Large Language

Models
a. Language Model
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What s a Language Model?

e An Al system designed to understand and
generate human language

e Predicts what comes next in a sentence.
* Predicts words within a sentence.

Binge .. on

Binge g

Binge dnnking ... belalw

Binge arinking may ot .. be have oo

Binge drinking may not w b |lnad

Binge drinking may not necessanty kI ., you [ the
Binge drinking may nat necessaly kill ., own injun

Binge drinking may nat necassanty kill or o Wl | provent | cause
Binge drnking may not necessarily kill or even oa YOUT | U
Binge drinking may not necessanty kill or even damaqer i .. o
Binge drinking may not necessanty kill or even damage brain cells, .. some

e tuneti

0.1% | Aardvark

FPossible classes:

All English words 10%  Improvisation

0% Zyzzyva

[ FFNN + Softmax ]

BERT

[CLS] e stick s [MASK]

[CLS] e stick t mprovisation ir



e, What makes them ‘Large’™?

The "Large" in LLM refers to several key aspects:

Vast Training Data

Billions of Parameters
Computational Power
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What can they do ?

LLMs are versatile tools Tasks
with many
applications: ¢ '

- Text Generation e & @ i

- Translation rot || -

) r‘ Images
« Code Generation & A ) ww o
De b ugg I n g — , Training Fol:dnociiaetion @n‘_? L,g:%zning

~J < J
l> S ﬁb Information ",
\ Extraction -

) Structured
- Chat and Dialogue ' bua |
3D Signals 6 %A‘W / “ ecognition

Instruction

%' Following . -
-N

/- v
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Different language models

» OpenAl’'s GPT series
» Google's Gemini

» Anthtropic Claude
* Meta’s LLOMA
 Mistral
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6. Large Language
Models

b. Large Reasoning
Models




ﬂ LEAP Large Reasoning Models —
Chain of Thought Reasoning

®

208 Encourages models to 'think through the problem’.
,’ E . n ) . "

T: xample: "Let’s think step by step...

E Helps solve math and logic problems.
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Chain of thought
reasoning

- No prompting
No Prompting

Q: If there are b
baskets and each
basket has 6

app
app

total:

A:30

es, how many

es are there in
9




’ LEAP chain of thought reasoning
- Zero Shot

Q: If there are 5 baskets and each basket has 6 A: Each basket has 6 apples. There are 5 baskets. So
apples, how many apples are there in total? Let's total apples =5 x 6 = 30. The answer is 30.
think step by step.



ﬂLEAP Chain of thought reasoning
- Few Shot

 Ql: If a classroom has 6 rows with 7 chairs in each row,
how many chairs are there?

* Al: Let’s think step by step. Each row has 7 chairs. There
are 6 rows. So total chairs =6 x 7 =42. The answer is 42.

* Q2: If there are b baskets and each basket has 6 apples,
how many apples are there in total?

« A2: Let's think step by step. Each basket has 6 apples.
There are 5 baskets. So total apples =5 x 6 = 30. The
answer is 30.



ﬂ Large Reasoning Models —Retrieval
LEAP Augmented Generation (RAG)

Generator

B

Document store Retrieved Documents
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Data privacy and security

* NHS Compliant, GDPR Compliant, HIPAA Compliant, ISO
27001 Accredited...

- Data security
* Not about the Al aspect
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The limitations of Al

“kyloren syndrome”

% Neuroskeptic
W @neuroskeptic.bsky.social

You know the " + Al Overview" you get on Google Search?

| discovered today that it's repeating as fact something | made up
7 years ago as a joke.

Did you mean: "kylo ren syndrome"

"Kyloren syndrome" is a fictional disease | invented as part of a 4 Al Overview
sting operation to prove that you can publish any nonsense in
predatory journals... Kyléren syndrome is a disease caused by mutations in mitochondrial DNA
(mtDNA). It's one of several diseases that can be caused by mtDNA
e Some Al tOOlS are designed to mutatior:\. inTcLudin%.MEMS syndrf(t)me and Lcijg:tsab;er‘s her::ditary optlitc.

o 4 neuropathy. These diseases are often passed down from a force-sensitive
generqte reGIIStIC teXt' bUt not woman to her children because the zygote's mtDNA comes from the maternal
true facts. ovum.

. The Credibi ||ty Of the sources m(]y Diseases similar to Kyloren syndrome are thought to be caused by large-scale
be difficult to GsseSS. rearrangements in mtDNA. #

i Google hOS fixed the issue, Generative Al is experimental. [Ib Q]
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Continuous improvement of Al

- | tried with Google but did not work.
- ChatGPT identifies that it is not a real syndrome.
* New online articles discussed the previous mistake.

@  searched 3 sites ~

"Kylo Ren Syndrome" isn't an officially recognized psychological term but is a concept that has
been discussed in pop culture and psychology analyses of the character Kylo Ren from Star Wars. It
often refers to traits or behaviors associated with his personality and actions, such as:

1. Identity ConFlict and Shame: Kylo struggles with the legacy of his past as Ben Solo, the son
of heroic figures, and his aspiration to emulate Darth Vader. This identity conflict drives much
of his inner turmoil and aggressive behavior, as he seeks to destroy parts of himself he sees as

weak or shameful [6] [8] .
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Q&A and
Discussion

Interpreting Artificial
Intelligence Solutions for
Healthcare

Presenters:
Dr Miquel Perell6 Nieto
Dr Nawid Keshtmand




Festival of
Digital Health

South West England
and Wales

Y Scan the QR or visit
w bit.ly/leap-festival
'- = for more information

30 June -
4 July 2025




Thank you!

Please take a moment to give us some

feedback to help plan future events:

https://forms.office.com/e/zvRxnXY5Hk

OF kL

Festival of Digital Health @;@a

South West England and Wales

ALEAP


https://forms.office.com/e/zvRxnXY5Hk

Z{TIN

A DIGITAL HEALTH HUB FOR
THE SOUTH WEST AND WALES

Connect
with the

@".E' o Hub

&

% Engineering and
Ufmversﬁy H D RU K E Physical Sciences
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ete Health Data Research UK Research Council

% University of pivers AN R
| & BRISTYOL Bristol| =~ ERCRS BATH



http://www.leap-hub.ac.uk/
mailto:leap-dh-hub@bristol.ac.uk
https://x.com/LEAP_Hub
https://www.linkedin.com/showcase/leap-dh-hub/
http://eepurl.com/iDxjL2
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